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ABSTRACT
The documentation and revitalization of African languages are crucial for preserving the continent’s linguistic and 

cultural heritage amid increasing threats of language endangerment. This study presents a systematic review of existing 
literature on artificial intelligence (AI)-driven approaches to language documentation and revitalization, adhering to the 
Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines. Data were collected from 
twenty academic digital repositories and peer-reviewed journals specializing in computational linguistics, AI applica-
tions in language preservation, and African linguistics. Four major databases were specifically searched: Google Schol-
ar, SpringerLink, ScienceDirect, and African Journals Online (AJOL). Peer-reviewed articles from established reposito-
ries were analyzed to explore key AI applications such as speech recognition, machine learning for transcription, neural 
machine translation, and digital archiving. The findings reveal that AI significantly enhances language preservation by 
enabling automated transcription, corpus development, and the creation of interactive learning tools. Nonetheless, chal-
lenges remain, including limited data availability, ethical concerns over language ownership, and technological accessi-
bility in marginalized communities, which hinder widespread implementation. The study emphasizes the importance of 
interdisciplinary collaboration among linguists, AI developers, and local communities to ensure culturally sensitive and 
effective AI solutions. Ultimately, this review highlights the transformative potential of AI in supporting the sustainable 
revitalization of indigenous African languages and contributing to global linguistic resilience.
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1. Introduction

Africa is home to an estimated one-third of the 
world’s languages, making it one of the most linguistically 
diverse continents on the planet [1]. According to Nairu-
tia Kemei et al. [2], indigenous African languages serve 
not only as mediums of daily communication but also as 
repositories of cultural heritage, oral traditions, and indig-
enous knowledge systems. For instance, traditional songs, 
folktales, proverbs, and communal values serve as living 
archive of identity and continuity for the community. They 
play a vital role in expressing identity, fostering communi-
ty cohesion, and transmitting traditional values and world-
views across generations [3]. However, this rich linguistic 
diversity is increasingly under threat due to the combined 
forces of globalization, urbanization, and the growing 
dominance of ex-colonial and global languages such as 
English, French, Portuguese, and Arabic in domains such 
as education, media, governance, and business [4].

As suggested by Adamou [5], the marginalization of 
indigenous languages has led to a gradual shift in language 
use patterns, especially among younger generations, re-
sulting in language attrition and, in many cases, complete 
language loss. As suggested by Ogwudile [6], many African 
languages are now classified as endangered, with some on 
the verge of extinction. This trend not only poses a threat 
to Africa’s linguistic heritage but also endangers the cul-
tural, historical, and intellectual capital embedded in these 
languages [7]. In response, scholars, policymakers, and 
language activists have increasingly emphasized the urgent 
need for deliberate and effective documentation, revitali-
zation, and promotion strategies aimed at preserving and 
restoring the vitality of endangered African languages.

In recent years, technological innovation, particularly 
in the field of Artificial Intelligence (AI), has emerged as a 
potential game-changer in the efforts to preserve linguistic 
diversity. Zhong et al. posit that AI technologies are be-
ing applied in various domains to solve complex global 
problems [8], including those in the field of linguistics and 
language preservation. According to Jermakowicz [9], AI 
is capable of transforming the way linguistic data is col-
lected, analyzed, and disseminated. For instance, language 
models powered by AI can take spoken words and turn 
them into written form. This makes it much easier to cap-

ture the unique sounds and sentence structures that define 
endangered languages. Wang argues that advances in AI-
driven tools such as automated transcription, corpus devel-
opment, speech synthesis, and neural machine translation 
offer unprecedented opportunities for documenting and 
revitalizing endangered languages with greater efficiency 
and accuracy [10].

Rehm and Way further highlight that AI can facilitate 
sustainable linguistic resilience by enabling communities 
to create digital resources [11], develop language learning 
applications, and increase the accessibility and visibility of 
languages in digital and educational platforms. As a result, 
AI presents a promising frontier in linguistic research and 
advocacy, capable of complementing traditional language 
preservation methods with innovative, scalable solutions [12].

Given the growing urgency to preserve Africa’s en-
dangered languages and the emerging role of AI in this 
space, this study explores the integration of Artificial 
Intelligence (AI) as a technological media platform, spe-
cifically, a mediating tool that facilitates the processing, 
preservation, and dissemination of linguistic and cultural 
knowledge in the documentation and revitalization of 
indigenous African languages. By examining current prac-
tices, opportunities, and challenges, the research aims to 
contribute to the discourse on sustainable and technology-
driven language preservation strategies tailored to the Afri-
can context.

1.1. Statement of the Problem

The endangerment of indigenous African languages 
poses a serious threat to Africa’s cultural and linguistic her-
itage. Despite efforts by linguists and policymakers, many 
of these languages remain under-documented and endan-
gered, as traditional preservation methods lag behind rapid 
socio-technological change. Artificial intelligence (AI) 
offers new possibilities for language documentation and 
revitalization, but knowledge about its application remains 
limited. This study explores the role of AI in addressing 
the documentation and revitalization of African languages 
using AI by identifying research gaps, evaluating current 
applications, and proposing strategies to enhance AI-driven 
language preservation. It aims to support the development 
of innovative, inclusive, and sustainable approaches for 
safeguarding Africa’s linguistic diversity.
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1.2. Objectives

The main objectives of this study are:
1. To investigate the role of Artificial Intelligence (AI) 

in the revitalization of indigenous African languages.
2. To examine how Artificial Intelligence (AI) en-

hances systematic digital archives for indigenous languag-
es.

3. To explore the key challenges impeding the effec-
tive implementation of AI-driven approaches in the docu-
mentation and preservation of African languages.

2. Literature Review

2.1. Language Revitalization

The preservation and revitalization of endangered 
languages have long been central to linguistic research, 
particularly as globalization continues to threaten the 
world’s linguistic diversity. Foundational studies, such as 
those by Dennis [13], reinforce the importance of systematic 
documentation, capturing phonological, grammatical, and 
lexical structures not only for academic preservation but 
also for future revitalization initiatives. While this work 
provides essential methodological grounding, it remains 
anchored in traditional, human-led frameworks that may 
no longer suffice given the urgency and scale of language 
endangerment today. More critically, Dennis does not en-
gage with the role of digital or AI-driven tools [13], missing 
a growing area of innovation that could enhance efficiency, 
scale, and community participation, especially in resource-
constrained environments typical of many African linguis-
tic contexts.

This omission is particularly significant when viewed 
in light of studies like those by Xuan and Yang [14], which 
highlight the potential of AI technologies, such as auto-
matic speech recognition (ASR), machine translation, and 
corpus-building tools, to transform the documentation 
process. These technologies are especially useful in areas 
where linguistic expertise is scarce, and where fieldwork 
is constrained by geography, security, or funding. Yet, de-
spite these advancements, the deployment of such tools in 
African contexts has often been met with uneven success. 
Some ASR systems, for instance, struggle with tonal lan-
guages or dialectal variability, both of which are common 

in African linguistic landscapes. While AI may accelerate 
transcription, its effectiveness is heavily dependent on the 
quantity and quality of existing language data, resources 
often lacking for under-documented languages. The current 
study aims to bridge this gap by exploring how such tools 
can be adapted to the linguistic particularities of African 
communities, rather than assuming the transferability of 
models trained on major world languages.

In contrast to the technical focus of documentation, 
researchers emphasize the human dimension of language 
revitalization through community-led education programs, 
cultural events, and materials development [15,16]. These ap-
proaches ground language preservation in the lived reali-
ties of speakers, ensuring that revitalization is not abstract-
ed into academic or institutional projects. However, while 
deeply rooted in community engagement, these studies 
remain largely analog in orientation. Their strategies often 
rely on face-to-face instruction or printed materials, assum-
ing a level of resource availability and continuity that may 
not hold in dispersed or diasporic speaker populations. Ad-
ditionally, such traditional revitalization frameworks risk 
alienating younger, tech-oriented generations who engage 
with language primarily through digital means, a genera-
tional shift that Tohit and Haque underscore as critical for 
any future-facing revitalization strategy [17].

This gap between traditional revitalization and digital 
engagement is further widened by the limited exploration 
of AI-enhanced language learning tools. Applications that 
incorporate gamification, speech synthesis, and immersive 
virtual environments could offer scalable and engaging 
ways to revive endangered languages, especially when 
tailored to local sociocultural contexts. Yet, as of now, 
few revitalization efforts within Africa have effectively 
integrated these technologies, either due to infrastructural 
challenges or a lack of culturally specific design. The cur-
rent study seeks to evaluate how these tools can be made 
responsive to local realities, ensuring that technological 
intervention does not override or homogenize community 
values.

Adding a valuable cultural lens to the conversation, 
researchers frame language preservation as a fundamen-
tally social and identity-driven act [18,19]. Their emphasis on 
intergenerational transmission, cultural continuity, and the 
embeddedness of language in everyday life pushes back 
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against the reduction of preservation to data collection or 
linguistic abstraction. However, while these works rightly 
center culture, they stop short of exploring how technology 
might be leveraged within these cultural systems rather than 
in opposition to them. As Alaimo and Kallinikos note [20],  
the production and circulation of knowledge today are 
increasingly shaped by digital tools, yet there is little guid-
ance in these culturally focused studies on how AI might 
be incorporated in ways that preserve, not dilute, cultural 
specificity.

This disconnect presents a critical challenge. Many 
indigenous African communities are multilingual, low-
resource, and digitally underserved. Introducing AI in 
these contexts raises serious questions about data owner-
ship, ethical consent, and long-term accessibility. Tech-
nologies developed in global centers may not account for 
local norms, oral traditions, or even the symbolic meanings 
embedded in language use. Without frameworks for ethical 
and participatory technology deployment, well-intentioned 
AI solutions risk becoming extractive or ineffective. Thus, 
the present study positions itself at the intersection of cul-
tural integrity and technological innovation. Rather than 
seeing AI as a universal fix, it investigates how it can be 
harnessed responsively, adapting to the linguistic diversity, 
infrastructural realities, and social priorities of African 
communities engaged in language preservation.

In sum, while traditional approaches to documen-
tation and revitalization remain foundational, they are 
increasingly insufficient in the face of modern linguistic 
threats and generational shifts. At the same time, AI tech-
nologies, while promising, must be critically adapted, not 
merely applied, within African contexts to ensure they sup-
port rather than disrupt local efforts. This study advances 
the conversation by asking not only what AI can do for 
language preservation, but under what conditions and with 
what community input it should be used.

2.2. Digital Archiving of Endangered Lan-
guages

Efforts to preserve endangered languages have in-
creasingly intersected with digital innovation, particularly 
through the use of Artificial Intelligence (AI). Recent 
studies, including those by Wong et al. [21], emphasize the 
transformative role of AI in automating traditionally labor-

intensive aspects of language documentation. Through the 
use of machine learning and natural language processing 
(NLP), these tools can expedite transcription, data col-
lection, and linguistic analysis, functions that historically 
required extensive time and expertise. Similar claims are 
echoed in the work of Jarrahi et al. [22], where automation 
is framed as a solution to the resource constraints plaguing 
traditional linguistic fieldwork.

While such studies successfully showcase the tech-
nical efficiencies of AI, they often treat automation as a 
standalone achievement, missing deeper questions around 
context-specific applicability and ethical deployment. For 
instance, although AI can process massive volumes of au-
dio data with minimal human intervention, this advantage 
is not evenly distributed. In multilingual African commu-
nities with low digital literacy or inadequate infrastructure, 
the gains of automation may remain largely theoretical. 
More importantly, these approaches risk divorcing docu-
mentation from the social and cultural practices that sus-
tain language vitality. Treating documentation as a purely 
technical task overlooks the need for speaker agency, 
informed consent, and community participation, elements 
crucial to ensuring that technology supports, rather than 
supplants, human-centered language preservation.

Contrasting this technically focused lens, research-
ers delve into the use of AI-powered speech recognition 
for transcribing unwritten, low-resource languages [23,24]. 
In contexts where literacy is low and linguistic expertise 
scarce, these tools offer a compelling solution. They allow 
oral languages to be captured, transcribed, and analyzed 
in ways that facilitate not only preservation but also re-
vitalization and education. However, their effectiveness 
varies significantly across African contexts. Many AI mod-
els, originally trained on well-resourced languages, falter 
when exposed to tonal distinctions, morphologically rich 
structures, or dialectal variation, features common in Af-
rican languages. These failures reveal a broader issue: the 
assumption that AI tools are universally applicable often 
ignores the linguistic diversity and sociocultural nuance 
inherent to indigenous language communities.

Even when such systems work technically, their de-
ployment raises critical socio-ethical challenges. Issues of 
data privacy, algorithmic bias, and unequal access to the 
outputs of these technologies are often underexplored. As 
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Amiri highlights, speech-to-text tools are often celebrated 
for their speed and accuracy [23], but little attention is paid 
to who owns the resulting data, how it is stored, or whether 
communities have the right to withdraw or control access 
to their linguistic heritage. These omissions can reinforce 
historical patterns of extractive research, especially when 
data collected from marginalized groups is archived or 
published without meaningful reciprocity or consent.

Studies extend the conversation to corpus generation 
and linguistic modeling, showing how machine learning 
can be applied to segment speech, detect patterns, and 
build annotated datasets [25,26]. While these tools expand 
the scope of linguistic analysis, they also depend on large, 
clean datasets, something rarely available in the African 
language landscape. Moreover, many endangered languag-
es are oral and context-bound, meaning that meaning shifts 
with speaker, setting, or tone. Such nuances are not easily 
captured by computational models, which tend to general-
ize in ways that may flatten or distort cultural meaning. 
The reliance on models trained in high-resource environ-
ments leads to algorithmic brittleness when applied to Af-
rican contexts, revealing a persistent gap between technical 
innovation and cultural applicability.

This disconnect is especially stark in the domain of 
digital archiving. Studies recognize the promise of AI-
enhanced archiving systems, which can automate metadata 
tagging, facilitate content indexing, and streamline data 
retrieval [27,28]. These platforms theoretically allow endan-
gered languages to be stored, shared, and accessed more 
efficiently. However, while these systems are technologi-
cally robust, their practical relevance in many African 
communities is questionable. Endangered language speak-
ers often live in regions with poor connectivity, limited 
access to digital tools, and minimal training in how to use 
such platforms. In such settings, even the best-designed 
archiving systems can fail to reach their intended audience.

Moreover, these studies frequently underplay the 
ethical concerns of digitizing and archiving linguistic 
materials. Once a language is digitized and uploaded to a 
cloud server or academic repository, questions arise: Who 
controls this content? Can communities withdraw or alter 
it? What happens when sacred or restricted speech forms 
become globally accessible? These questions are particu-
larly urgent in African contexts, where oral traditions often 

include knowledge that is socially or spiritually bounded. 
Current AI archiving frameworks rarely build in mecha-
nisms for community control, potentially alienating the 
very people they aim to support.

Critically, while many of the reviewed studies show-
case what AI can do for documentation and archiving, few 
interrogate what it should do, or how. There is a recur-
ring tendency to treat technology as a neutral tool rather 
than a socially embedded practice. As a result, important 
questions about linguistic justice, digital sovereignty, and 
community empowerment remain unanswered. Simply 
inserting AI into existing documentation workflows is 
not enough; these technologies must be adapted to fit the 
cultural, infrastructural, and ethical realities of African lan-
guage communities.

The current study builds on this critique by examin-
ing how AI-driven archiving platforms can be deployed in 
ways that are not only efficient but also inclusive, account-
able, and culturally grounded. Rather than seeing AI as a 
universal solution, the focus here is on co-creating technol-
ogies with communities, respecting indigenous knowledge 
systems, and ensuring that digital preservation enhances, 
not replaces, human relationships with language.

2.3. Challenges in Implementing AI Driven 
Documentation of Endangered Languag-
es

The rapid evolution of Artificial Intelligence (AI) 
technologies has opened new pathways for language pres-
ervation, particularly in regions where linguistic diversity 
is both a cultural asset and a vulnerability. Among the 
most notable advancements is Neural Machine Transla-
tion (NMT), which, as Martin argues [29], has outpaced 
traditional statistical and rule-based methods in generating 
more fluent and context-aware translations. For African 
languages, many of which are underrepresented in digital 
spaces, this offers the potential to increase visibility, sup-
port intercommunity communication, and embed indig-
enous languages into educational and online ecosystems.

Yet, these promises are tempered by deep structural 
limitations. NMT systems rely heavily on large, high-qual-
ity datasets, and for most indigenous African languages, 
such resources remain scarce. As Martin concedes [29], the 
lack of expansive, annotated corpora results in degraded 



31

Cultural Arts Research and Development | Volume 05 | Issue 02 | June 2025

translation quality, particularly for languages with rich 
morphology or non-standardized orthographies. Moreover, 
the study fails to address the ethical terrain accompanying 
these technical gaps. Without clear frameworks around 
data ownership or strategies for inclusive representation, 
NMT risks privileging certain dialects or dominant varie-
ties at the expense of linguistic minorities, potentially 
replicating patterns of digital exclusion under the guise of 
innovation.

Wasike et al. further expand on these technical 
challenges, pointing out that tonal variation, inflectional 
complexity, and dialectal fragmentation, features common 
across African linguistic contexts, are often flattened in AI 
models optimized for more rigid grammatical structures [30]. 
These linguistic intricacies are not easily captured through 
standard training pipelines, and their omission can result in 
systems that output grammatically plausible but culturally 
or semantically inaccurate translations. What’s missing 
from much of the current literature is a critical interroga-
tion of how AI systems can be made responsive to this 
diversity, beyond simply scaling existing models. The cur-
rent study builds on this by exploring alternative strategies 
for training AI on limited data, including community-gen-
erated corpora and low-shot learning techniques tailored to 
typologically diverse languages.

At the same time, Nekoto et al. offer an optimistic 
view of progress [31], highlighting growing efforts to in-
tegrate African languages into the broader AI ecosystem. 
The development of language datasets, bespoke translation 
tools, and localization frameworks represents a shift from 
mere technological importation to more inclusive language 
tech development. However, even here, the discussion 
tends to overstate progress without accounting for the scal-
ability and sustainability of these efforts. Many of these 
initiatives remain pilot projects, funded externally and 
disconnected from local educational or policy infrastruc-
tures. More importantly, the question of who drives these 
projects—tech firms, academic institutions, or communi-
ties themselves—is rarely interrogated. Without centering 
indigenous agency, even well-meaning innovations risk 
reproducing extractive dynamics that prioritize model per-
formance over cultural relevance or linguistic justice.

What Adebara makes particularly clear is that these 
technological limitations are inseparable from broader 

digital inequities [32]. Rural and remote communities, where 
linguistic diversity is often highest, are frequently those 
with the weakest access to digital infrastructure. This digi-
tal divide extends beyond hardware or connectivity; it in-
cludes disparities in digital literacy, limited access to train-
ing for using AI tools, and a general absence of localized 
interfaces or documentation in indigenous languages. The 
result is that even when AI tools are theoretically available, 
their practical deployment remains concentrated in urban 
centers or research institutions. Moreover, without commu-
nity-informed protocols for data governance, consent, and 
access, the digitization of language risks becoming a form 
of cultural dispossession rather than preservation.

While these challenges are acknowledged across 
the literature, a deeper problem persists: existing research 
rarely provides empirical evidence on how AI tools actu-
ally perform in context, on the ground, in real communi-
ties, with real speakers. Eglash reinforces this point by 
noting that most studies fail to evaluate user experiences, 
trust in AI systems, or the social dynamics that affect tool 
uptake [33]. This oversight is especially problematic in Af-
rican contexts, where language is deeply intertwined with 
identity, spirituality, and oral tradition. Ignoring these lay-
ers in favor of purely technical assessments leads to tools 
that may function well in testing environments but falter in 
meaningful use.

What is needed, and what the current study address-
es, is a shift in perspective: from evaluating AI as a set of 
universal technologies to understanding it as a culturally 
situated practice. This involves not only adapting tools to 
fit linguistic diversity but also aligning them with local 
knowledge systems, ethical norms, and community priori-
ties. Success in AI-driven language preservation cannot 
be measured by translation accuracy or dataset size alone; 
it must also be judged by who benefits, who decides, and 
who controls the means of preservation.

3. Theoretical Framework

The study is anchored in the Appropriating Technolo-
gy Theory, originally propounded by Carroll and Fidock [34]. 
This theory examines how marginalized and non-dominant 
communities actively adapt, reinterpret, and repurpose 
technology to meet their own unique cultural, social, and 
political needs, rather than passively adopting technolo-
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gies developed externally. This framework is especially 
pertinent to the current study, which investigates the role 
of Artificial Intelligence (AI) in the preservation and revi-
talization of indigenous African languages.

Applying this theory, the study posits that AI-driven 
language revitalization efforts should be tailored to align 
closely with the cultural and linguistic specificities of local 
communities. Rather than viewing technology as a neutral, 
one-size-fits-all solution, Appropriating Technology Theo-
ry emphasizes that successful technological interventions 
are those shaped by the values, knowledge systems, and 
social structures of the communities they intend to serve.

For example, AI tools such as speech recognition 
software, automated transcription systems, and neural 
machine translation models should be co-developed with 
the active involvement of native speakers, local linguists, 
cultural custodians, and community members. This par-
ticipatory approach ensures that the technology is cultur-
ally sensitive, linguistically accurate, and responsive to 
the diverse dialects and usage patterns inherent in African 
languages. Moreover, it fosters community ownership and 
empowerment, which are critical for sustainable language 
preservation.

This theory has been applied in various contexts to 
demonstrate the power of local agency in technology use. 
In the context of AI and language preservation, Appropriat-
ing Technology Theory aligns with contemporary concerns 
in AI ethics and sustainability [35]. It highlights the impor-
tance of respecting data sovereignty, ensuring informed 
consent, and protecting cultural intellectual property when 
developing AI tools for indigenous languages. Further-
more, it calls for sustainable development practices that 
prioritize long-term community benefits over short-term 
technological gains. By grounding the study in Appropriat-
ing Technology Theory, the research advocates for a model 
of AI integration that is not only technically effective but 
also ethically responsible and culturally sustainable. This 
approach recognizes the importance of community-driven 
innovation in preserving linguistic heritage, ensuring that 
AI technologies empower rather than marginalize indig-
enous language speakers.

4. Materials and Method

This study employs a systematic review methodol-

ogy to examine the role of artificial intelligence (AI) in 
the documentation and revitalization of indigenous Af-
rican languages. The systematic review follows the Pre-
ferred Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA) guidelines according to [36], ensuring 
a structured and transparent approach to data collection, 
analysis, and synthesis. This research design was chosen to 
synthesize existing research on AI-driven language docu-
mentation and revitalization. This approach allows for a 
comprehensive evaluation of peer-reviewed studies, identi-
fying key trends, challenges, and opportunities in the field. 

4.1. Data Sources and Selection Criteria

The study sourced data from twenty academic digital 
repositories and peer-reviewed journals related to compu-
tational linguistics, AI applications in language preserva-
tion, and African linguistics. The following four databases 
were searched: Google Scholar, SpringerLink, ScienceDi-
rect, and African Journals Online (AJOL)

4.1.1. Search Strings

The following Boolean search strings were used 
across all databases to identify relevant peer-reviewed pub-
lications:

• “Artificial intelligence” AND “language documen-
tation” AND Africa

• “Neural machine translation” AND “indigenous 
African languages”

• “Speech recognition” AND “low-resource lan-
guages” AND Africa

• “Digital archiving” AND “endangered languages” 
AND “AI”

• “AI-driven transcription” AND “African linguistic 
diversity”

• “Machine learning” AND “language revitaliza-
tion” AND “Africa”

4.1.2. Date Range

The search focused on studies published between 
January 2020 and March 2025, a period selected to capture 
the most recent advances in AI and their application to Af-
rican language preservation.
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4.1.3. Inclusion Criteria

Studies published between 2020 and March 2025 to 
capture recent advancements in AI technology. Research 
focusing on AI-driven documentation, transcription, ma-
chine translation, and digital archiving of indigenous lan-
guages. Studies applying AI methodologies such as speech 
recognition, neural machine translation (NMT), and corpus 
development. 

4.1.4. Exclusion Criteria

Studies that do not specifically address language 
preservation. Research that focuses on non-AI-based lan-
guage preservation methods. Non-peer-reviewed articles, 
opinion pieces, and grey literature.

4.1.5. Screening Process and Study Selection

The initial search yielded 612 studies across all four 
databases:

• Google Scholar: 295
• ScienceDirect: 121
• SpringerLink: 98
• AJOL: 98
After removing 113 duplicates, 499 titles and ab-

stracts were screened for relevance. Following the applica-
tion of inclusion and exclusion criteria, 87 full-text articles 

were assessed in detail. Out of these, 35 studies met all 
eligibility criteria and were included in the final synthesis.

4.1.6. Data Collection and Analysis

A PRISMA flowchart was used to track the selec-
tion process, ensuring transparency in study inclusion and 
exclusion. Extracted data included: study objectives, AI 
methods applied, language(s) studied, key findings, and 
challenges noted. Thematic analysis was conducted to 
identify recurring themes such as AI-driven transcription, 
language modeling, digital archiving, and ethical consid-
erations. 

4.2. Ethical Considerations

The study adhered to ethical research standards, en-
suring that all reviewed studies were properly cited and 
respected intellectual property rights. AI-driven language 
revitalization was considered, highlighting the need for 
ethical AI development and data ownership.

5. Results and Discussions

Figure 1 shows the frequency of key themes identi-
fied in the 20 reviewed literature sources.  

Each bar represents the relative frequency of a theme 
in the systematic review which form part of discussion, 
with AI-powered speech recognition taking the lead.

Figure 1. AI Mechanisms Potential for Revitalizing and Documenting African Languages.
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5.1. AI-Powered Language Documentation 
and Revitalization

The reviewed literature affirms that AI technologies, 
particularly those based on advanced speech recognition 
models, hold substantial potential to enhance the automatic 
transcription of languages, especially in low-resource 
language contexts. Through supervised machine learn-
ing, these models are trained to detect patterns in spoken 
language by aligning audio data with transcribed text. 
This enables systems to segment audio streams, identify 
phonemes, map them to words, and generate increasingly 
accurate written transcriptions. When applied effectively, 
AI can curate large-scale repositories of linguistic content 
in African languages, encompassing lexicons, oral stories, 
proverbs, and grammatical rules, through the combined 
power of speech recognition and natural language pro-
cessing (NLP). In this way, AI acts not merely as a tran-
scription tool but as a curatorial medium, systematically 
organizing indigenous language resources for long-term 
preservation, analysis, and revitalization.

An illustrative example is drawn from Dholuo, a 
Nilotic language spoken by the Luo community in Kenya:

(1) Dholuo proverb: Ka ineno remb wuon gi, to pok 
inenori 

AI translation: If you see your father’s blood, you 
haven’t yet seen your own.

This example demonstrates AI’s capacity not only 
to transcribe but to semantically tag proverbs according 
to themes such as wisdom, inheritance, and moral instruc-
tion. In such cases, AI systems can also enrich metadata by 
identifying usage contexts and speaker demographics, en-
hancing the cultural depth and linguistic richness of digital 
archives. Furthermore, AI could support the creation of 
searchable, morphologically aware dictionaries, linking 
entries like paro (to think) to relevant verb conjugation 
patterns and examples drawn from oral narratives. These 
capabilities align with findings by Wong et al. [21], who 
observe that AI has accelerated the automation of core lan-
guage documentation processes, particularly through su-
pervised learning that internalizes phonological structures 
and intonational patterns unique to each language.

Supporting this, Martin explains that machine learn-
ing approaches can be fine-tuned to segment continuous 

speech into meaningful linguistic units and generate an-
notated corpora [29], resources that are essential for down-
stream tasks such as grammar modeling, educational tool 
development, and digital dictionary construction. These 
corpora serve not only as repositories of linguistic data but 
also as building blocks for community-centered language 
revitalization initiatives. However, the analysis also reveals 
critical limitations in the current application of AI to indig-
enous African languages, most notably, data scarcity. As 
emphasized by Adebara [32], many African languages are 
under-documented and lack the volume of annotated, high-
quality datasets needed to train robust AI models. This 
scarcity limits both the accuracy and the generalizability of 
AI systems. For instance, without sufficient data covering 
dialectal variation or tonal differentiation, models often 
produce transcriptions that are inaccurate or culturally dis-
connected, especially in languages that are predominantly 
oral or lack standardized orthographies. The challenge is 
further compounded by the complexity of African linguis-
tic systems, which often include non-linear morphological 
structures, extensive tone marking, and regionally specific 
expressions that are difficult to capture using conventional 
NLP frameworks.

This issue is consistent with the concerns raised by 
Ajani et al. [18], who highlight the vital role of documenta-
tion in preserving linguistic diversity and reinforcing cul-
tural identity. Yet, AI models that overlook these linguistic 
and sociocultural nuances risk generating outputs that are 
technically functional but contextually flawed. Moreover, 
reliance on general-purpose or Western-centric training 
data can perpetuate linguistic inequities by marginalizing 
less dominant dialects or regional speech forms. While the 
integration of AI, particularly supervised learning and NLP, 
has demonstrably advanced the capacity for automated 
transcription and linguistic data curation, its full potential 
in African contexts remains constrained by infrastructural 
and data limitations. To support equitable language preser-
vation, future AI development must focus on collaborative 
corpus-building, the inclusion of diverse dialectal input, 
and culturally informed model training strategies. Without 
such measures, AI systems risk replicating the very mar-
ginalization they aim to resolve.

Appropriating Technology Theory provides a ground-
ed and culturally responsive lens through which AI solu-
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tions for language documentation can be more thoughtfully 
designed. It encourages moving beyond technical feasibil-
ity to consider how people use, adapt, and assign meaning 
to technology in their own terms. By applying this theory, 
AI developers and researchers can build tools that do more 
than function. They can be welcomed, trusted, and sus-
tained by the communities they aim to serve. As a result, 
community-based data collection initiatives and collabora-
tions with native speakers become essential for developing 
linguistically and culturally accurate datasets. While AI-
powered transcription offers transformative potential for 
the preservation and revitalization of indigenous languag-
es, its effectiveness depends on deliberate efforts to expand 
language resources, incorporate local linguistic expertise, 

and design inclusive AI frameworks that are culturally sen-
sitive and contextually grounded.

5.2. Digital Archiving and Corpus Develop-
ment

The reviewed literature underscores a growing em-
phasis on integrating Artificial Intelligence (AI) mecha-
nisms in the revitalization and documentation of endan-
gered and under-resourced languages (Table 1). This 
trend aligns with the broader goals of digital archiving 
and corpus development, particularly in constructing reli-
able linguistic resources for future use. From the literature 
reviewed, the presented data indicate level of focus on AI 
mechanisms in language revitalization and documentation.

Table 1. Areas of Focus Revitalization and Documentation of African Languages.

Area of Focus / Concern Percentage (%)

Annotated Corpora for Tool Development 55%

Data Scarcity Challenge 20%

Dialectal & Tonal Complexity 15%

Community-Based Data Collection 10%

This data is presented in Figure 2.
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Figure 2. Empirical Studies Focusing on AI-Powered Language Documentation and Revitalization.

Empirical data from the reviewed literature indicate that annotated corpora development is the most prominent focus
in AI-driven language documentation, accounting for 55% of the studies. This dominant trend highlights the foundational
role that annotated corpora play in training AI systems such as speech recognition models, neural machine translation
(NMT) engines, and grammar parsers, all central components of digital archiving infrastructures. As [26] confirms,
annotated corpora are crucial for enabling AI applications to function effectively in endangered language contexts,
providing the structured linguistic input necessary for accurate parsing, transcription, and semantic analysis. Visual
representation of the reviewed studies supports this observation by showing a concentration of research and development
activity in corpus construction, illustrating a clear prioritization of technical infrastructure over community-centered
methods.

In contrast, data scarcity, representing 20% of the studies, emerges as a persistent barrier to progress. Many
indigenous African languages lack the large-scale, high-quality datasets required to train robust AI models, a limitation that
impairs the performance and adaptability of language technologies across diverse linguistic contexts. This aligns with the
findings of Wasike et al. [30], who discuss how the absence of extensive digital corpora constrains the capacity of NMT
systems to learn accurate, context-sensitive translations. While this challenge is frequently acknowledged, it is often
addressed in general terms, with few studies providing granular strategies for overcoming it, an analytical gap that should
be addressed in future work. Moreover, the visual mapping of this theme may underestimate the complexity of the issue, as
some studies mention data scarcity only briefly, meaning it might not be fully captured during keyword-based coding.

Another critical issue is the dialectal and tonal complexity of African languages, emphasized in 15% of the studies.
Many endangered languages exhibit phonetic variation, tonal depth, and regional dialects, which present unique challenges
to AI systems trained primarily on standardized, morphologically simpler languages. According to O'Shaughnessy [25],
advanced machine learning algorithms can be tailored to detect and learn from such variability, but doing so requires data
collection methods that preserve rather than flatten linguistic diversity. The representation of this theme in the literature
suggests growing awareness of these challenges, yet practical implementation remains uneven, and training data often
lacks fine-grained metadata about dialectal and tonal features, another limitation of current corpus-building efforts.

Community-based data collection, although comprising only 10% of the studies, is perhaps the most ethically and
culturally significant component. This low representation highlights a systemic imbalance in AI-focused language
documentation: while technical models are heavily developed, the active participation of indigenous communities,
particularly native speakers, remains minimal. Involving local communities in data collection, transcription, and annotation
not only enriches the quality of the data but also ensures cultural authenticity, ethical accountability, and long-term
sustainability. Failure to do so risks perpetuating extractive research practices and undermines the very goals of language
preservation. This concern aligns with broader critiques regarding cultural appropriation, especially when indigenous data
is collected and utilized without benefit-sharing or informed consent.

AI technologies are undeniably capable of enhancing data collection, annotation, and digital preservation. By
leveraging machine learning, NLP, and speech recognition, AI can capture and process vast amounts of linguistic data at
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focus in AI-driven language documentation, accounting 
for 55% of the studies. This dominant trend highlights 

the foundational role that annotated corpora play in train-
ing AI systems such as speech recognition models, neural 
machine translation (NMT) engines, and grammar parsers, 
all central components of digital archiving infrastructures. 
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As [26] confirms, annotated corpora are crucial for enabling 
AI applications to function effectively in endangered lan-
guage contexts, providing the structured linguistic input 
necessary for accurate parsing, transcription, and semantic 
analysis. Visual representation of the reviewed studies 
supports this observation by showing a concentration of 
research and development activity in corpus construction, 
illustrating a clear prioritization of technical infrastructure 
over community-centered methods.

In contrast, data scarcity, representing 20% of the 
studies, emerges as a persistent barrier to progress. Many 
indigenous African languages lack the large-scale, high-
quality datasets required to train robust AI models, a limi-
tation that impairs the performance and adaptability of lan-
guage technologies across diverse linguistic contexts. This 
aligns with the findings of Wasike et al. [30], who discuss 
how the absence of extensive digital corpora constrains 
the capacity of NMT systems to learn accurate, context-
sensitive translations. While this challenge is frequently 
acknowledged, it is often addressed in general terms, with 
few studies providing granular strategies for overcom-
ing it, an analytical gap that should be addressed in future 
work. Moreover, the visual mapping of this theme may 
underestimate the complexity of the issue, as some studies 
mention data scarcity only briefly, meaning it might not be 
fully captured during keyword-based coding.

Another critical issue is the dialectal and tonal com-
plexity of African languages, emphasized in 15% of the 
studies. Many endangered languages exhibit phonetic 
variation, tonal depth, and regional dialects, which present 
unique challenges to AI systems trained primarily on stand-
ardized, morphologically simpler languages. According to 
O’Shaughnessy [25], advanced machine learning algorithms 
can be tailored to detect and learn from such variability, 
but doing so requires data collection methods that preserve 
rather than flatten linguistic diversity. The representation 
of this theme in the literature suggests growing awareness 
of these challenges, yet practical implementation remains 
uneven, and training data often lacks fine-grained metadata 
about dialectal and tonal features, another limitation of 
current corpus-building efforts.

Community-based data collection, although compris-
ing only 10% of the studies, is perhaps the most ethically 
and culturally significant component. This low representa-

tion highlights a systemic imbalance in AI-focused lan-
guage documentation: while technical models are heavily 
developed, the active participation of indigenous commu-
nities, particularly native speakers, remains minimal. In-
volving local communities in data collection, transcription, 
and annotation not only enriches the quality of the data but 
also ensures cultural authenticity, ethical accountability, 
and long-term sustainability. Failure to do so risks per-
petuating extractive research practices and undermines the 
very goals of language preservation. This concern aligns 
with broader critiques regarding cultural appropriation, 
especially when indigenous data is collected and utilized 
without benefit-sharing or informed consent.

AI technologies are undeniably capable of enhancing 
data collection, annotation, and digital preservation. By 
leveraging machine learning, NLP, and speech recognition, 
AI can capture and process vast amounts of linguistic data 
at speeds and scales unattainable through manual methods. 
A compelling example is seen in the transcription of a 
Dholuo sentence, spoken by the Luo community in Kenya:

(2) Dholuo: Wuon dala odhi e piny
AI transcription: The head of the home has gone to 

the village
This example demonstrates how AI can be used not 

only to transcribe spoken language but also to tag metadata 
such as speaker age, dialectal variation, and sociolinguis-
tic context. When aggregated across large datasets, such 
tagging enables the creation of searchable, metadata-rich 
corpora that preserve both the linguistic structure and the 
cultural nuance of endangered languages. These applica-
tions align with the findings of Amiri [23], who emphasizes 
the effectiveness of AI-driven transcription tools in sup-
porting educational materials, language learning platforms, 
and revitalization efforts.

Platforms such as the Endangered Languages Ar-
chive (ELAR) and Mozilla Common Voice exemplify 
how AI technologies are being mobilized in large-scale 
preservation efforts. ELAR serves as a digital reposi-
tory for uploading and accessing audiovisual language 
documentation, while Mozilla Common Voice employs a 
crowdsourcing model to collect voice samples for training 
open-source speech recognition engines. These initiatives 
have significantly contributed to the growth of annotated 
corpora, lexicographic development, and digital language 
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learning tools, as confirmed by [27], who highlight the scal-
ability and efficiency of such platforms. However, a criti-
cal limitation persists: the limited involvement of the com-
munities whose languages are being documented. In many 
cases, native speakers and cultural custodians are excluded 
from the design, governance, and benefit-sharing aspects 
of these tools, raising serious ethical concerns. The visual 
analysis and literature synthesis reveal a dominant focus 
on corpus-building and technical model development, 
with far less emphasis placed on community collabora-
tion and ethical engagement. While AI offers powerful 
tools for documenting and revitalizing endangered African 
languages, its success ultimately depends on addressing 
issues of data quality, linguistic complexity, and inclusive 
design. Without a stronger commitment to community-led 
and context-aware development, AI risks reinforcing exist-
ing disparities rather than supporting truly equitable and 
sustainable language preservation.

This raises important questions about data sovereign-
ty and ownership, particularly when linguistic resources 
are stored, processed, or disseminated by external institu-
tions without transparent agreements or informed consent. 
Appropriating Technology Theory (ATT) helps to illumi-
nate these challenges by emphasizing that communities do 
not passively adopt technologies; they actively reshape and 
recontextualize them based on their own cultural values, 
priorities, and constraints. When AI systems are developed 
without meaningful community input, they risk being re-
jected, underutilized, or viewed with distrust, regardless of 
their technical sophistication.

To ensure that AI-driven language preservation ef-
forts are ethical, respectful, and sustainable, it is essential 
to move beyond extractive or top-down approaches and in-
stead adopt community-centered frameworks rooted in ap-
propriation rather than imposition. This involves not only 
involving indigenous speakers in data collection and anno-
tation processes but also granting them agency and control 
over how their linguistic data is stored, accessed, and ap-
plied. It also means designing AI tools that are adaptable 
to local contexts, technologies that can be shaped by com-
munity needs rather than forcing communities to conform 
to external technical standards.

ATT further suggests that collaborative partnerships 
grounded in local knowledge systems are essential for fos-

tering trust and ensuring cultural legitimacy. When com-
munities are empowered to co-direct the development of 
digital archives and language technologies, they are more 
likely to appropriate these tools in meaningful and endur-
ing ways. Moreover, ensuring that the tangible benefits of 
preservation, such as educational resources, revitalization 
programs, and increased language visibility, are returned 
to the communities themselves reinforces ethical reciproc-
ity and long-term engagement. By applying Appropriating 
Technology Theory, developers and researchers are re-
minded that success in digital language preservation is not 
only measured by technical outputs but by how well these 
technologies align with, and are adapted to, the social, 
ethical, and cultural landscapes of the communities they 
intend to serve.

5.3. Challenges in AI-driven Language Revi-
talization

Despite the promising potential of AI in supporting 
language documentation and revitalization as highlighted 
by Wang [10], who argues that recent advancements in AI 
technologies offer innovative pathways for preserving en-
dangered languages, several significant challenges hinder 
its widespread and equitable implementation, particularly 
in the context of indigenous African languages. While AI 
tools such as speech recognition, neural machine transla-
tion (NMT), and corpus annotation have introduced new 
levels of efficiency, the realities on the ground reveal deep 
structural barriers that must be critically addressed for 
these technologies to succeed meaningfully and ethically.

One of the most pressing obstacles is data scarcity, 
a challenge consistently cited across the literature and 
confirmed by Wasike et al. [30], who emphasize that the 
effectiveness of machine learning models is heavily con-
strained by limited training data and linguistic complexity. 
Most AI systems, especially those based on supervised 
learning, depend on large volumes of annotated text and 
audio data to accurately model grammar, phonology, and 
semantics. However, many indigenous African languages 
remain under-documented, lacking the foundational lin-
guistic resources, such as transcribed texts, lexicons, and 
high-quality audio corpora, necessary to train such systems 
effectively. In this study, we observe that this limitation 
not only reduces model performance but also severely im-
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pairs the scalability and adaptability of AI systems across 
dialects and linguistic domains. The underrepresentation of 
these languages in AI training data often leads to models 
that are linguistically inaccurate, culturally insensitive, or 
simply inapplicable in real-world community contexts.

Beyond technical limitations, ethical concerns pre-
sent another layer of complexity. The use of AI in language 
documentation involves the collection, processing, and dis-
semination of cultural and linguistic data, much of which 
is deeply embedded in local traditions, belief systems, and 
oral knowledge. Without robust ethical frameworks, there 
is a real risk of extractive practices, where data is gathered 
from indigenous communities without informed consent, 
proper attribution, or reciprocal benefits. This concern 
is particularly urgent in African contexts where histori-
cal patterns of marginalization and exploitation persist. 
Data ownership, community agency, and benefit-sharing 
mechanisms must be central to the design of AI systems. 
Furthermore, cultural representation within AI models 
must be approached with care. A model that misclassifies a 
ceremonial expression or fails to capture the social signifi-
cance of a proverb can inadvertently distort or erase vital 
elements of linguistic identity, thus undermining the goals 
of revitalization rather than supporting them.

A further and often underemphasized challenge is 
technological accessibility. As noted by Adebara [32], many 
African communities continue to face a significant digital 
divide, characterized by poor internet infrastructure, lim-
ited access to computing devices, and low levels of digital 
literacy. These barriers mean that even when AI tools are 
developed, their practical deployment within target com-
munities is not guaranteed. Moreover, most AI platforms 
and tools are designed with users from high-resource set-
tings in mind, often failing to consider local hardware 
constraints, language interfaces, or user experience design 
suited to rural or low-literacy environments. This discon-
nect between tool design and user context often renders 
even the most advanced AI models inaccessible or irrel-
evant to those they are intended to support.

Together, these challenges underscore the urgent need 
for context-sensitive, ethically grounded, and participatory 
approaches to AI in language documentation and revitali-
zation. Technological innovation alone is insufficient; what 
is required is a shift in both research and implementation 

paradigms, one that recognizes indigenous communities 
not merely as data sources or passive beneficiaries but as 
active co-creators and custodians of their linguistic herit-
age. Addressing issues of data scarcity, ethical practice, 
and accessibility holistically will be critical to developing 
AI systems that are not only effective but also inclusive, 
equitable, and sustainable in their impact.

These factors significantly hinder the ability of local 
speakers and researchers to engage meaningfully with AI 
tools and platforms, thereby limiting grassroots participa-
tion in language preservation efforts. 

Appropriating Technology Theory (ATT) helps ex-
plain this challenge by emphasizing that technologies are 
not simply adopted; they are reshaped and reinterpreted 
through local cultural, social, and linguistic contexts. 
When AI systems are introduced without accounting for 
these realities, they often fail to resonate with or serve 
the needs of the communities they target. A key technical 
barrier is the bias embedded in AI models, which are typi-
cally trained on data from high-resource, structurally sim-
pler languages and thus struggle to generalize to the low-
resource, morphologically complex, and tonal languages 
prevalent across Africa. This leads to inaccurate transcrip-
tions, misclassifications, and the continued marginalization 
of African languages within digital ecosystems. From an 
ATT perspective, this reflects a misalignment between the 
design of AI tools and the contexts in which they are in-
tended to operate. To address this, it is essential to develop 
tailored models and context-specific training approaches 
that are co-created with local communities, respect linguis-
tic diversity, and support flexible adaptation. By embed-
ding local knowledge and user agency into the develop-
ment process, AI technologies can be more effectively 
appropriated, ensuring accurate, equitable, and culturally 
grounded language preservation solutions.

6. Conclusions and Recommenda-
tions

Artificial Intelligence (AI) presents transformative 
opportunities for the documentation and revitalization 
of indigenous African languages. Technologies such as 
automated transcription, neural machine translation, and 
digital archiving have the potential to significantly enhance 
the efficiency and scale of language preservation efforts. 
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These tools can help overcome traditional barriers related 
to resource constraints and linguistic expertise, enabling 
broader and more systematic recording and revitalization 
of endangered languages.

However, the successful application of AI in this 
domain is contingent upon addressing several critical chal-
lenges. These include the scarcity of annotated linguistic 
data necessary to train effective AI models, ethical con-
cerns related to community agency, cultural representation, 
and data sovereignty, as well as technological inequities re-
sulting from limited digital access, particularly in rural and 
marginalized communities. Additionally, biases embedded 
in AI systems trained predominantly on high-resource lan-
guages risk marginalizing indigenous languages further if 
not conscientiously mitigated.

To ensure that AI-driven language preservation is 
both effective and inclusive, interdisciplinary and com-
munity-driven approaches are essential. Integrating local 
knowledge, cultural norms, and linguistic nuances into 
the design and deployment of AI tools fosters relevance 
and sustainability. This underscores the importance of col-
laboration between linguists, AI developers, indigenous 
language speakers, and cultural custodians.

6.1. Recommendations

Collaborative Development: AI tools for language 
preservation should be co-created with indigenous com-
munities, ensuring cultural sensitivity and contextual ap-
propriateness.

Capacity Building: Investments in digital literacy 
and technological training within indigenous populations 
are vital to promote local ownership and sustainability of 
AI applications.

Ethical Practices: Establish comprehensive ethical 
frameworks that respect data sovereignty, ensure informed 
consent, and protect intellectual property rights of indig-
enous communities.

Addressing Data Scarcity: Prioritize initiatives to 
build annotated corpora and develop AI models that per-
form well in low-resource language contexts, accommo-
dating linguistic diversity.

Bridging the Digital Divide: Implement infrastruc-
tural and policy measures to improve digital access in un-
derserved regions to facilitate equitable participation in AI-

driven language preservation.
Ongoing Research: Support empirical studies that 

evaluate AI’s impact on language vitality, community per-
ceptions, and the sociocultural implications of technology 
adoption.

National Integrated Language Policy: This policy 
should be based on linguistic human rights, cultural sus-
tainability, and the integration of modern technology to 
support documentation, revitalization, and intergenera-
tional transmission.
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